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#### Abstract

Atomic force microscopy (AFM) and laser scanning microscopy (LSM) measurements on a series of specially designed roughness artifacts were performed and the results characterized by spectral analysis. As demonstrated by comparisons, both AFM and LSM can image the complex structures with high resolution and fidelity. When the surface autocorrelation length increases from 200 to 500 nm , the cumulative power spectral density spectra of the design, AFM and LSM data reach a better agreement with each other. The critical wavelength of AFM characterization is smaller than that of LSM, and the gap between the measured and designed critical wavelengths is reduced with an increase in the surface autocorrelation length. Topography measurements of surfaces with a near zero or negatively skewed height distribution were determined to be accurate. However, obvious discrepancies were found for surfaces with a positive skewness owing to more severe dilations of either the solid tip of the AFM or the laser tip of the LSM. Further surface parameter evaluation and template matching analysis verified that the main distortions in AFM measurements are tip dilations while those in LSM are generally larger and more complex.
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## Introduction

With rapid reduction of the critical dimension, many surface structures reveal novel physical and chemical properties and show promising prospects for applications in various fields of science and technology (Liu \& Jiang, 2011). Surface textures at the micro- and nanoscale have been found to be closely relevant to functional performance such as wear, lubrication, wetting, and antireflection (Persson et al., 2005; Jung \& Bhushan, 2006; Santos et al., 2008; da Silva et al., 2011). Consequently, surface nanometrology has emerged as a significant subject and has already drawn considerable attention. Because of the definite relationship between geometrical structure and functional capability, threedimensional (3D) surface areal roughness characterizations, including measurement techniques and analysis methods, are especially important.

Two common procedures, instrumental measurement and quantification, are involved in surface characterization. For determining surface structure with ultrahigh resolution, popular techniques are available such as scanning electron microscopy (SEM), laser scanning microscopy (LSM), and scanning probe microscopy (SPM). SEM methods usually

[^0]require a vacuum environment to achieve better performance and 3D reconstruction of the obtained image is rather complex (Bonetto et al., 2006; Kang et al., 2012). Confocal LSM measurements are obtained in a noncontact and nondestructive manner since a laser probe is employed (Hanlon et al., 2001; Yamazoe et al., 2012). In addition, current LSM techniques reach nanoscale resolution. Such features of the LSM are quite appealing. Atomic force microscopy (AFM), which belongs to the SPM family, has prominent advantages including ultrahigh dimensional resolution, numerous operation modes, easy sample preparations, and flexible working environments (Botta et al., 2008). These characteristics enable AFM to be one of the most important tools in nanotechnology (Fujita et al., 2007).

Even with high imaging resolution, quantitative evaluation of surface roughness at the nanoscale level remains very challenging. The specimen under inspection may have arbitrary structures, and the geometric interaction between the sensing probe and the sample could be excessively intricate for all of these different techniques (Hanlon et al., 2001; Chen \& Huang, 2004; Kang et al., 2012; Seah, 2013). To ascertain the correctness of surface areal roughness measurements, reference structures with their topography and statistical quantities precisely controlled are required (Nemoto et al., 2009; Uchidate et al., 2011; Baršić et al., 2012; Liu et al., 2012; Chen et al., 2013; Luo et al., 2013).

To develop roughness artifacts and analysis methods, we performed comparisons of AFM and LSM measurements on a kind of digitally designed and focused ion beam (FIB) fabricated 3D structures with prescribed surface statistical quantities. Spectral characteristics, which were elucidated via power spectral density (PSD) analysis, were used. PSD offers visualization of surface geometric properties at all wavelengths. Information on the instrumental responses at different spatial frequencies can thus be obtained.

## Materials and Methods

The design, fabrication, and AFM characterization of irregular roughness artifacts have been reported in our previous work (Liu et al., 2012; Chen et al., 2013, 2014). Here we briefly sketch the relevant methods with focus on the comparison of AFM and LSM measurements and the spectral analysis.

## Design and Fabrication of Roughness Artifacts

It is known that a random surface can be characterized by its height distribution and autocorrelation function (ACF). Irregular surface areal roughness patterns can be designed utilizing a conventional 2D digital filter method and optimized with genetic algorithms (Wu, 2000; Liu et al., 2012). As a result, surfaces with a predetermined ACF and some fundamental statistical parameters can be efficiently simulated. The ACF is assumed to be Gaussian and is given by:

$$
\begin{equation*}
R(x, y)=\sigma^{2} \exp \left\{-2.3\left[\left(\frac{x}{\tau_{x}}\right)^{2}+\left(\frac{y}{\tau_{y}}\right)^{2}\right]\right\} \tag{1}
\end{equation*}
$$

In this equation, $\sigma$ is the standard deviation of surface heights. $\tau_{x}$ and $\tau_{y}$ are the autocorrelation lengths in the $x$ and $y$ directions, respectively. The factor 2.3 means that the ACF is specified as an exponential decay with the coefficient set to reach 0.1 decrease at the autocorrelation length. It is worth mentioning that these assumptions and specifications are only for the demonstration purpose while other forms can be used flexibly (Bakolas, 2003). For the non-Gaussian surface generation, skewness and kurtosis, which are the normalized third and fourth central moments of the surface heights $\{z(x, y)\}$, can be adopted to regulate the amplitude distribution. Three kinds of artifacts were generated as prototypes, namely the roughness surfaces with negatively skewed, Gaussian, and positively skewed height distributions. The deviations between the surface statistical quantities and the corresponding expected values were controlled to be within $5 \%$. All the surfaces have a developed area of $5.12 \times 5.12 \mu \mathrm{~m}$ and the detailed parameters are provided in the Results section.

FIB was used to fabricate the 3D structures on a silicon substrate. Compared with other approaches such as electron beam lithography (Liu et al., 2012; Chen et al., 2013) and direct laser writing (Brissonneau et al., 2012; Luo et al., 2013), FIB fabrication is capable of providing much higher resolution. The process is easier since developing and fixing procedures of photoresists are absent (Chen et al., 2014). In fabrication, the designed surface data set is transformed
into a bitmap image first. The ion fluence at each pixel is subsequently evaluated according to the grayscale level, which denotes the corresponding surface height. The milling depth is precisely controlled by adjusting dwell time and repetition loops. After the pixel-by-pixel scan, while varying the fluence simultaneously, the digital roughness pattern is produced. Our fabrications were carried out on a FIB/SEM dual beam system (FEI Nova 200 Nanolab, FEI Company, Hillsboro, OR, USA). The resolution was determined to be $\sim 7 \mathrm{~nm}$ at the acceleration voltage of 30 kV and beam current of 300 pA .

## Atomic Force Microscopy and Laser Scanning Microscopy Characterization

The AFM measurements were performed on a commercial instrument (Bruker Innova, Bruker, Santa Barbara, CA, USA). The probe was a RTESPA-CP cantilever (Bruker Corporation, Fremont, CA, USA), which has a resonance frequency of 358 kHz and a nominal spring constant of $20 \mathrm{~N} / \mathrm{m}$. The images were acquired in dynamic tapping mode. In order to entirely cover the effective roughness pattern, the scan area was selected as $8.0 \times 8.0 \mu \mathrm{~m}$. The sampling points were $512 \times 512$ pixels and the scan rate was set to 0.6 Hz . The topographic data were imported into Gwyddion software for image presentation and general processing (Nečas \& Klapetek, 2012).

The tip shapes were characterized before and after the AFM measurements by high-resolution SEM imaging. The apex radius was estimated to be increased from 10 to 16 nm while the tip shank maintained its initial geometry. Considering the fact that the root mean square (rms) radius of each roughness artifact is at least one order of magnitude larger than the tip radius (Chen et al., 2014), the tip dilations are not severe. Furthermore, dilations induced by the tip shank, but not the apex, are possibly the dominant geometric coupling under our experimental conditions. Consequently, the effective tip size could be approximated as unchanged in acquiring the topographic data, though tip dilations remain. That is to say, the slight tip wear could be reasonably neglected in the following data analysis.

The optical nano measurements were carried out on a 3D confocal LSM (VK-X210, Keyence Corporation, Osaka, Osaka-fu, Japan). This microscope is able to acquire surface data with a deep depth of field and high contrast in a wide range of magnifications up to $24,000 \times$. The resolution in the vertical direction can reach almost sub-nanometer scale. The laser wavelength was 408 nm and numerical aperture of the objective lens 0.95 . The LSM was operated at a $150 \times$ objective magnification, a $20 \times$ eyepiece magnification, and an $8 \times$ optical zoom magnification. Each image was acquired in a rectangular area of $1,024 \times 768$ pixels with a calibration constant of $11.456 \mathrm{~nm} /$ pixel. Surface data of the effective roughness area were extracted and also imported into the Gwyddion software for image representation. A subtraction of the flat base plane was applied as only the relative surface height variations were of concern.

## Spectral Analysis

PSD analysis, which can describe the roughness characteristics at each length scale, is a powerful tool for global
characterization of surface topography (González Martínez et al., 2012). The 2D PSD is given by the squared modulus of the Fourier transform of topography $z(x, y)$, or equivalently, the Fourier transform of the ACF (Wu, 2002):
$P_{C}\left(\omega_{x}, \omega_{y}\right)=\frac{1}{4 \pi^{2}} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} R(x, y) \times \exp \left[-i\left(\omega_{x} x+\omega_{y} y\right)\right] d x d y$,
where $\omega_{x}$ and $\omega_{y}$ are the spatial frequencies in the $x$ and $y$ directions. Note that the above expression is not restricted to only positive frequencies. In the spectral evaluation of a roughness surface, one common approach is to calculate the PSD of each sectional profile and then averaging all the spectra (González Martínez et al., 2012). However, the surfaces here are isotropic and averaging in all angular directions is more reasonable. To do this, transformations from Cartesian to polar coordinates are first applied:

$$
\begin{align*}
& \omega_{x}=\omega \cos \psi, \\
& \omega_{y}=\omega \sin \psi . \tag{3}
\end{align*}
$$

Then, the 2D PSD is rewritten in a polar coordinate as:

$$
\begin{equation*}
P_{P}(\omega, \psi)=P_{C}(\omega \cos \psi, \omega \sin \psi) \tag{4}
\end{equation*}
$$

Redefining the above PSD in a way that $\omega \geq 0$ and $\psi \in[0,2 \pi)$, we can interpret $P_{P}(\omega, \psi)$ as containing the power owing to variations of the spatial frequency $\omega$ in a direction specified by the angle $\psi$. Finally, the 1D radial PSD is calculated by averaging over all angles (Ong et al., 2012):

$$
\begin{equation*}
P_{R}(\omega)=\int_{0}^{2 \pi} P_{P}(\omega, \psi) \omega d \psi \tag{5}
\end{equation*}
$$

Spectral features of AFM and LSM measurements can be addressed from the above radial PSD analysis. For a reasonable hypothesis, the spectra may be divided into three different regions as schematically illustrated in Figure 1. For surface components whose spatial frequencies are below a critical frequency $\omega_{L}$, the AFM or LSM measurements are accurate.


Figure 1. Illustration of the supposed spectral features of atomic force microscopy and laser scanning microscopy in characterizing the roughness surfaces. The measurement is accurate when $\omega<\omega_{L}$ with $\omega_{L}$ the critical spatial frequency, and it is dominated by the tip dilation where $\omega_{L}<\omega \leq \omega_{H}$. Noise is the main contribution when $\omega>\omega_{H}$. The inset schematically depicts calculation of the averaged radial power spectral density.

When the spatial frequency increases to larger than $\omega_{H}$, the spectral power of the designed surface vanishes to a negligible value while the measured ones reach nearly constant magnitudes. In such a spectral domain, noise is the major contribution. For surface components whose frequencies are within the lower and upper limits defined by these two frequencies, that is, $\omega_{L}<\omega \leq \omega_{H}$, tip dilations are the dominant factors, inducing deviations in the PSD spectra. Note that either the solid tip of an AFM or the laser tip of a LSM has a finite size.

## Results

## Spectral Comparisons on Artifacts with Different Autocorrelation Lengths

The design and AFM and LSM images of the Gaussian roughness surfaces are shown in Figure 2. Here, the autocorrelation lengths at the 0.1 decay are 200, 320, 400, and 500 nm , respectively. For this series of surfaces, the rms roughness $S_{q}$, that is, the standard deviation of surface heights $\sigma$, is kept nearly constant. Several determinations can be made from the image comparisons. First, close correspondence of the major peaks or valleys is observable among the design, AFM, and LSM data. Second, the visual qualities of AFM images prevail against those of LSM, for which the scanned images are slightly blurred. Third, agreement among the design, AFM, and LSM images of surfaces with a larger autocorrelation length are better. Last, the peak-to-valley surface heights obtained by LSM are larger than the ones measured by AFM and the respective designed values for all of the patterns, which are depicted in the color bars of the shaded topography images.

For quantitative evaluations, spectral characteristics are mainly considered and the results are presented in Figure 3. We find that the calculated radial PSD is in exactly the supposed form as illustrated in Figure 1. In principle, the critical frequencies or wavelengths can be determined from the averaged radial PSD spectra. However, these PSD curves have obvious local variations. So the judgements of the critical frequencies may fail to be reliable and stable enough. To solve this problem, the PSD spectra are integrated and then normalized:

$$
\begin{equation*}
P_{R C N}(\omega)=\frac{\int_{0}^{\omega} P_{R}(\tilde{\omega}) d \tilde{\omega}}{\int_{0}^{\infty} P_{R}(\tilde{\omega}) d \tilde{\omega}} \tag{6}
\end{equation*}
$$

The normalized cumulative radial PSD is much smoother and the power increases with increase in the spatial frequency. The critical frequency $\omega_{L}$ can be therefore obtained unambiguously. Here, we apply the criterion that $95 \%$ of the total spectral power is reached at the critical cut-off frequency (see Fig. 3b). The corresponding critical wavelength is denoted as $\lambda_{L}$. Surface components whose wavelengths are larger than $\lambda_{L}$ are considered to be effective. In other words, they are not severely distorted (Lee \& Cho, 2012). Moreover, the normalized cumulative PSD spectra of the design surface, AFM, and LSM measured images become much more analogous to each other when the surface autocorrelation length increases. Comparatively, the


Figure 2. Design (left column), atomic force microscopy (middle column), and laser scanning microscopy (right column) images of the Gaussian roughness surfaces. a-c: Images of the surface with the autocorrelation length $\tau=200$ $\mathrm{nm},(\mathbf{d}-\mathbf{f}) \tau=320 \mathrm{~nm},(\mathbf{g}-\mathbf{i}) \tau=400 \mathrm{~nm}$, and $(\mathbf{j}-\mathbf{l}) \tau=500 \mathrm{~nm}$.
spectra calculated from the AFM images are in better agreement with the designed ones as shown in Figure 3.

The critical wavelength as a function of the surface parameters of the series of Gaussian roughness patterns, namely the autocorrelation length and the surface height standard deviation, is plotted in Figure 4. The results demonstrate that the critical wavelengths determined from the design surface and the AFM data are in accordance. With the increase in autocorrelation length, the gap between designed and evaluated critical wavelengths decreases markedly from 11.2 to 3.6 nm . This phenomenon implies that AFM measurements on a sample surface with a large autocorrelation length are more accurate under the same conditions (Chen \& Huang, 2009). The main distortion in AFM imaging is subsequently deduced to be caused by tip
dilations. The critical wavelengths calculated from the LSM data are larger than the ones from the AFM data and the design surface. The increment relative to the theoretical value ranges from 18 to $48 \%$. Furthermore, the intrinsic dependency on surface parameters in LSM seems not to be straightforward, which could be sensitive to various factors such as local surface gradient and multiple scattering (Gao et al., 2008).

## Spectral Comparisons on Artifacts with Different Height Distributions

Now we analyze the artifacts with non-Gaussian surface height distributions. Structures with different skewness, but similar other statistical parameters, were generated and fabricated.


Figure 3. Radial power spectral density (PSD) (left column) and normalized cumulative radial PSD (right column) of the Gaussian roughness surfaces. a-b: The spectra for the surface with the autocorrelation length $\tau=200 \mathrm{~nm}$, (c-d) $\tau=320 \mathrm{~nm}$, $(\mathbf{e}-\mathbf{f}) \tau=400 \mathrm{~nm}$, and $(\mathbf{g}-\mathbf{h}) \tau=500 \mathrm{~nm}$.

The typical AFM and LSM images, which are only plane corrected, together with the design surfaces are illustrated in Figure 5. The skewnesses are $0,-1$, and 1 , respectively. The kurtosis is designed to be 5 and the autocorrelation length
is 320 nm for each surface. From the results, the design, AFM, and LSM images are in well accordance. Measurements on Gaussian and negatively skewed surfaces are more accurate than those on positively skewed surfaces. More significant
probe tip dilations will be coupled in scanning a surface with a positive skewness where sharp peaks and flat valleys are the dominant structures. Again, the peak-to-valley heights obtained by LSM are larger than those scanned by AFM, and the LSM images are somewhat blurred.

The cumulative PSD spectra are shown in Figure 6. For the two surfaces with skewnesses of 0 and -1 , the PSD spectra of AFM data and design surface are in close agreement while the spectra of LSM data deviate obviously.


Figure 4. Critical wavelength $\lambda_{L}$ as a function of the autocorrelation length $\tau$ and the standard deviation of surface heights $\sigma$.

For the surface with the positive skewness of 1, the three PSD spectra do not match so well, suggesting larger distortions in both AFM and LSM measurements. The critical wavelengths determined from the two surfaces with the skewnesses of 0 and -1 are almost the same, within $2 \%$ relative deviations. They are about 59.5 nm for the design surfaces, 64.8 nm for the AFM images and 88.2 nm for the LSM images. However, the critical wavelengths calculated from the surface with the skewness of 1 are larger at 63.0 nm for the design, 78.9 nm for the AFM image, and 99.9 nm for the LSM image. Note that the designed critical wavelengths are not expected to have such obvious discrepancies among the three surfaces with different height distributions (Fig. 6d).

## Impact on Surface Parameter Evaluations

According to the above analyses, the cut-off frequency of LSM is smaller and the power of the low frequency component is larger compared with AFM. These characteristics in the frequency domain mean that LSM can fail to distinguish certain subtle spatial features and surface height variations may be overestimated. For verification, quantitative evaluations of 3D roughness parameters were carried out. The representative results on the Gaussian surfaces are compared


Figure 5. Design (left column), atomic force microscopy (middle column), and laser scanning microscopy (right column) images of the roughness surfaces with different height distributions. The surfaces have the same autocorrelation length of 320 nm . a-c: Images of the surface with skewness $S_{s k}=0,(\mathbf{d}-\mathbf{f}) S_{s k}=-1$, and $(\mathbf{g}-\mathbf{i}) S_{s k}=1$.


Figure 6. Spectral characteristics of the surfaces with different height distributions. The surfaces have the same autocorrelation length of 320 nm . a: Normalized cumulative radial power spectral density of the surface with skewness $S_{s k}=0$, (b) $S_{s k}=-1$, (c) $S_{s k}=1$, and (d) determined critical wavelengths from the design, atomic force microscopy, and laser scanning microscopy data sets.
in Figure 7. For clarity, we only present some typical parameters, namely the rms surface roughness $S_{q}$, skewness $S_{s k}$, autocorrelation length at the 0.2 decay $S_{a l 20}$, and rms surface slope $S_{d q}$. These four parameters are adopted to highlight the AFM and LSM acquired surface characteristics in terms of amplitude, height distribution, spatial property, and hybrid of amplitude and spatial properties.

For the parameter $S_{q}$, the measurement accuracy of AFM is satisfactory and the deviation relative to the expected value is within the range of -6 to $7 \%$. On the contrary, LSM overestimates the surface amplitude of each roughness pattern, with the increment in the range of $56-71 \%$. For the parameter $S_{s k}$, the distributions are distorted a little by both measurement methods. Although the surface heights generally maintain their near-Gaussian forms, there is a slight tendency to turn into negatively skewed distribution because of the dilations of the sensing tip. The spatial length $S_{\text {al20 }}$ is always overestimated via either AFM or LSM. With the increase in autocorrelation length, the measured one becomes closer to the theoretically expected value owing to the reduced coupling of tip geometry. When the autocorrelation length reaches 500 nm , neither method generates an overestimation larger than $5 \%$. As for the hybrid parameter $S_{d q}$, the determined value by AFM is accurate again, and the relative error is within $4 \%$ except for the surface with the smallest autocorrelation length. However, this parameter calculated from the LSM image has a large relative error, which ranges from 15 to $106 \%$.

The large deviations in LSM measurements of the amplitude and spatial properties subsequently induce huge errors in the slope characterizations.

## Discussion

To further elucidate the differences and the main error sources in AFM and LSM measurements, it is necessary to recognize how the errors distribute in the entire scanned area. Toward this purpose, template matching was performed. The matching analysis can eliminate the influence caused by the fact that the coordinates of the design template and the measured data are not the same. In our approach, the template is fitted into a nonuniform rational B -spline surface and the matching is performed iteratively with the Levenberg-Marquardt algorithms (Jiang et al., 2010). Such a method has high accuracy and efficiency in metrological applications (Chen et al., 2013).

Matching results on typical data sets are presented in Figure 8. Here, the surface is the one with the autocorrelation length of 320 nm and the skewness of -1 . The measured topography data are plotted in the form of meshes while the residuals are overlaid on the surface for color rendering. In such a way, the domains where the heights are overestimated or underestimated can be clearly seen. The AFM results are precise and the residuals are near zero at most of the central positions of the local peaks. The residuals at the peak


Figure 7. Surface parameter comparisons of four Gaussian surfaces whose autocorrelation lengths are 200, 320, 400, and 500 nm from left to right in each subfigure. a: Root mean square surface roughness $S_{q}$, (b) skewness $S_{s k}$, (c) autocorrelation length at the 0.2 decay $S_{a l 20}$, and (d) root mean square surface slope $S_{d q}$.
shoulders increase owing to tip dilations. In some of the valleys, the measured depth is even deeper than the designed one. However, these deviations occur most likely in fabrications but not measurements. The deepest valleys may be overbombarded. In the LSM characterizations, a large amount of peaks and valleys are overestimated. Comparatively, the extreme residual of AFM is smaller, which is in accordance with the evaluations of surface amplitude parameters.

In the meanwhile, the cut-off spatial frequency of LSM is smaller, which means that some tiny geometric features can fail to be distinguished. Figure 9 illustrates typical sectional profiles taken from nearly the same position in the design surface and the corresponding AFM and LSM images. We can find that the surface peak-to-valley heights are overestimated in LSM measurements, as illustrated in the left-side shaded region. Compared with the AFM data and the design surface, regions with high frequency surface components become indistinguishable, as illustrated in the right-side shaded region. The profile comparison also demonstrates that some local peak-to-valley heights measured by LSM are relatively accurate while others are obviously erroneous. Such results indicate that a simple scaling may fail to recover all of the surface parameters satisfactorily. The local slope/curvature-relevant features and the measurable wavelength have to be taken into consideration for precise scaling.

Generally, the interactions of the laser focal point and the surface geometry are rather complex issues, which involve different influencing factors such as surface gradient, material properties, and multiple scattering (Leach \& Haitjema, 2010). Because of the complicities in quantitative LSM evaluations, further systematic experiments and modeling are still necessary. Nevertheless, the developed irregular roughness artifacts are believed to have potential use in exploring all of these subjects more quantitatively since the surfaces are digitally designed and fabricated with specified statistical parameters. Compared with other kinds of sinusoid or groove structures, such surface patterns can represent the actual surface areal roughness measurement situations more accurately. Moreover, the fundamental results here demonstrate that the developed roughness artifacts have well-defined mulitfrequency components, which are suitable for investigating the instrument responses at different spatial frequencies.

## Conclusions

AFM and LSM measurements on specially designed surface areal roughness artifacts were performed and compared. Spectral analysis was adopted to characterize the measurement differences. In general, both AFM and LSM can image the fabricated roughness patterns with high 3D fidelity.


Figure 8. Typical residuals after template matching. Here the residual magnitudes are shaded on the measured surface data. The surface skewness is -1 and the autocorrelation length is 320 nm , (a) atomic force microscopy result, and (b) laser scanning microscopy result.


Figure 9. Comparisons of the sectional profiles of the design, atomic force microscopy, and laser scanning microscopy images. The profiles are taken at the same position.

When the surface autocorrelation length increases from 200 to 500 nm , the analyzed cumulative PSD spectra of all three data sets coincide well with each other. Compared with the AFM scanned result, deviation of the LSM image is obviously larger. The critical wavelength of AFM is smaller than LSM and it agrees better with the designed one. The gap
between the measured and designed critical wavelengths is dramatically reduced with the increase in surface autocorrelation length. Measurements of the surface with a near zero or negatively skewed height distribution, together with a large autocorrelation length, are more accurate if other geometrical properties are similar. On the contrary, roughness characterizations of the surface with a positive skewness are greatly distorted owing to larger dilations of either the solid AFM probe or the LSM laser probe. The developed artifacts are able to provide reference nanostructures for characterizing the spatial frequency response of the microscopes.

The larger cut-off wavelength of LSM measurement indicates that the quantitative evaluations of surface parameters can be distorted at the nanometer scale. Results show that LSM overestimates the surface peak-to-valley height and the fastest decay autocorrelation length. Owing to these deviations, LSM characterizations of surface slope parameters have larger errors. Instead, AFM measurements of amplitude, spatial, and hybrid characteristics are satisfactory. Template matching analysis verifies that the main distortions in AFM characterizations can be attributed to tip dilations
while the influencing factors in LSM appear to be rather complex and the distortions are generally larger.
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